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ABSTRACT

\

~

~"\/\.‘)I::volvi.ng requ%;ements including the development of the
Joint Operation Planning and Execution System (JOPES) are
fprcing the ADP community toward the development of a
distributed data base approach to information management. In
this thesis the Electronic Data Interchange (EDI) concept is
examined as a proposed system for realizing a distributed
data approach. Using the EDI concept, any command which could
translate to and from the EDI standard data set could exchange
data with any other participating command. Implementation of
this sort of system would facilitate interfaces among commands
while not limiting participating commands to specific hardware,
software, or data base management systems. The thesis proposes
the EDI concept as a step toward realization of better data

distribution and management in WWMCCS ADP.
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I. INIBODUCTION A —

In the Worldwide Military Command and Coatrol Systenm ' el T
(WWNMCCS) current ADP capabilities do not provide sufiicient ?f<ti:;
support for the exchange of data among coamands in a timely s . ‘
and effective manner. In order to exchange data tcday, o
generally, coarands zust have the same hardware and soft-
ware. In some other cases specific soitwvare must also be _
developed to exchange and translate data between applica- . e
tions which are interfaced. These conditions cause :
inefficient use of resources and severely limit capatilities -
to respond to command and control regquirements. I

Evolving requirements including the developament of the
Joint Cperation Planning and Execution System (JOPES) are
forcing the WWMCCS ADF community toward the development of a
distrituted data base approach to information management.
In tais thesis the Electronic Data Interchangje (EDI) ccncept
is examined as a progosed system for realizing a distrituted

s

data approach.

1
“The U. S. Electicnic Data Interchange (EDI) Standards ... 9 {
are designed to_facilitate the electroiic interchange of he
data in "a standard manner retween 1indeperdently cIgan-
ized, cwned, and/cr oge:ated computer and communication cz’sxj-l
systems. . . The EDI standards jrew from ©npeeds in sl ]
transgortation andpayaent apglxcat;ons and have Leen LT
extended for use in other business and technical appli-
cations." [Ref. 1: p. 6] 1

Inplementation of this sort of system would facilitate = il 7
interfaces among cossands while not limiting participating
commands to specific hardware, softwvare, or data Dase
management systeas.
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Chapter II of the thesis provides background by defining

WWMCCS, and WWMCCS ADP, and explains the current apgroach to
WWMCCS ALF management. Chapter III discusses the ;rcilesms &
) of data management in conventional planning and execution.. . _:
In this chapter specific problems are identified alcng with E{Eﬁ
documented requiements which cannot be satisfied using the .fﬁj
current procednre;. Chapter 1V, Recommendations,  includes ;f_:
some Lkackground on current capabilities in ADP. which could {;_g
ke exploited for better command and control. In addition ?j;ﬁ
the Electronic Data Irterchange (EDI) concept is exapined as ii;i

a proposed system fcr meeting evolving WWMCCS ADP data .
management requirements. EDI is evaluated in its potential RS
to alleviate the specific problems which are identified in e 1
Chapter III. Chapter V provides a summary of how the EDI ;;;j

concept could help improve data interchange among commands erw
and includes an illustration of an EDI application. R
The thesis [froposes the EDI concept as a step toward Mo
realization of Letter data distribution and management in RS
WWMCCS ACE. L
;_.‘-f.'.';

IR

°__
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I1. BACKGROUND

A. WHWACCS ADP OBJECTIVES

“The WRMCCS is the Worldwide Military Command and
" Control System that providesvthe means for operational
direction and technical administrative support invclved in
the function of comsand and control of United States pmili-
tary forces," [Ref. 2). The elements of WWMCCS are;

- wvarning systeas :

-~ ccmpunications

- ccenand racilities

- executive aids

- data collection and processing

The WWMCCS ADP System includes the ADP hardware, system

softvare, applicaticn software, data bases, files, froce-
dures, data management system(s), related personnel, data
communications equipment, and circuits. The ADP suppcrt at
the Service headquarters and Service component levels may be
a aix cf both WWMCCS and unique systeams.

"The WWMCCS ADP system(s) uamust suggort both the p;inarB
and segondarg misSsions of the WWHCCS as stated " in [O
Directive_ 5100.30 and JCS PUE 19. In doing so, ,the ADP
systen will support the command and control requirements
of the National Military Commsand System (NMCS), wunified
and sgecified comxands cqngonent commands service
headquarters, su ordinate urified comaands, JtPs, TOAs
the “Joint ﬁeploylent .Agency (JDA% and the Joint
Strategic Target "~ Flanning Staff (J fPS& and related
functions of “other defensSe agencies. 6e systen nmust
SuLgort the decisionmakers and their staffs by
providing;

timely and accurate inforsation on the status and
locaticn of forces and major rasources

the capability to develop and implement both conven-
tional and nuclear operations plans and options

tetbeeimah
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the capabllzty tc formulate and transmit direction
to and” receive and assess reports from the aprro-
priate commands ard organizations

the abllxtg to rapzd { \
lnfcrua ion oth laterally and vertical
service and’coamand boundaries...

ané secureli exchange
Y+ across

In general, aeeting these objectives will result in a
cap abllxti to captufe, tramspit, and process informatior
in a time and accurate fashion_and to Rla useful
and easily understccd formats." [Ref. 3: p. 5

Jjbe WHMCCS ADR Comcept of Operations and Geperal
Requirements £or Post-1985 wvas approved by the JCS and the ]
Services in 1981. The documentation identified “our func- S
tional families of T[frocessing requirements withir WWMCCS
ADP. Mcst WWMCCS afpplications software and data bases can
te grouped into one cf these functioral families: ]

-~ PResource and Unit Monitoring (RUM) .

- Ccnventional Planning and Execution (C2E) :i"ﬁ
Nuclear Planning and Execution (NPE)
- Tac*tical Warning/Attack Assessment and Space Defense _-j
{TW,AA and SD) ®

Conventional Plarning and Execution will be used to
illustrate some of tie problems which can result when there
is insufficient provision for interfaces among data tases. L
Conventicnal Pl..aing and Execution (CPE) generally includes !¢~1
the develoraent, maintenance, and execution of oferation -
Flans for the deploysent and employment of United States

military forces. CPE‘includes: o
~ Generating and refining operatonal requirements !ff«
= Merging requirements from different plans "’fi
-~ Detersining oplan feasibility szfg
- Matching rgguirelents vwith actual resources {. l:
~ Developing and disseminating schedules and orders .“‘f
- Identifying shortfalls apd limitations i
-~ Rapidly reflowing movement reguirements S

10
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- Coordipation and monitoring mobilization and Z2eploy-
aents
- Aggregating and summarizing reguirements »

The CPE function relies heavily on ADP support esge-
. cially since the JCS has directed that the Joint Operational R
Elanning System (JOPS) be used in planning for orperatiors, iﬁi
force Jdeployment, and support of U.S. Joint Military e
Operatiots. "The JCES consolidates policies and grocedures
for the developmert, coordination, dissemination, review and o
approval ¢of joint ©plans for the conduct of military orera- e

tions," [Ref. 4: p. 3]. In addition, the members of the !"
Joint Defloyment Community (JDC), which includes the unified
and specified comsmands, component commands, Services, TCAs =
and JCA, use the Joint Deployment System in support of oper- ;*4
ation plan execution and wmonitoring. To communicate and T
coordinate amoang coamands in support of CPE the WWMCCS

Intercomputer Network (VWIN) is used. Many coamand and e
service unique software applications are used tc prepare ;ff
data for input to JOES and JDS, but interfaces among these S
unique applications and JOPS and JDS are for the most part ;iff
manual as is the interface Letween JOPS and JDS. ff?
-

B. WHEHCCS ADP MANAGEMENT :j
The management agpproach which has prevailed in WWMCCS Cfi

ADP has leen one of standardizing sorftware as well as hard- -
vare. rapagement frrocedures for the WWNCCS standard ADP 'Lff
system are promulgated in JCS P2PUB 19. The [procedures ;ﬁ?g
support the acquisition, maintenance, and continued improve- S
ment of the WWMCCS standard ADP system and apply to its D
users. Cbjectives of these procedures include: Eff
wreduce the duplication of effort in design, develop- LN
ment, acquisition, and wmaintenance of WWMCCS ADE SNCA
hardware, applicaticn sof tware, and systeam software, s
o

11
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naxinizg_ the tenefi ts of compatibilit!, and
standardization of HHMECS ADP _hardware, application
wa

software, and system sof re," [Ref. 5: p. II-14)]

C. WWMCCS ADP STANDAED APPLICATIONS SOFTWARE

® Arplication software or portions thereof, devel-
oge, within a commang, agencx QL Service or for the
Chairman, Joint Chiefs O0f Staff, will often bhave
arplicatility to like command-level WWMCCS activi-
ties or thée other . conmmand levels with coanon
requirepents or similar information needs... In
gartlcular where a Service, agency, or command or
he Chairman, Joint Chiefs of Staff, has an exlstlng
capahllltg to perform a specific fe, L
task, that cagpability will be utilized to the
maximum extent feasible rather than initiatin a
separate developnent effort." [Ref. 5, p. III-2

chnical surror

What this means in the WWNMCCS ADP community is that an
individual commnand, Service, or agency is assigned as the
Designated Responsible Activity (DRA) for developrent and
standardization of a specific application which has been
apprcved as a standard. The 0JCS C3 Systems Directcrate
maintains ccgnizance over all standard systems in an effort
to avcid unnecessary duplication and atteapt to meet a Ltroad
spectrum of user requirements.

. By the late 1980s, this "standard" WWNMCCS ADP with
its pIccessors_ and associated software will _be techno-
logically obsolete, ogeratlonally archaic and_dizcficult
to support logistically. (Modefnization will require
both new hardware and pew applications software  and
system softvare)." [Ref. 6: p. BS-1] :

Much of the standard applications software was written
originally to operate in a batch processing environment
which makes it- inefficient and often ineffective for crisis
support wvhich generally requires interactive capability. At
present a data base must be resident on the same comfputer as
the executing application. This means that every site using

12
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an application must have access to copies of the relevent
softwvare and data pase on the systeam on which the fprccessing
will ke done. Many commands have modified their ccpies ot ®
the standard applications to better suit their unique
regquirements so that it is actually no 1longer the starndard
applicaticn software.

e

1
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III. PROBLENMS

A. IBE CPE ENVIRONMENT

1. [Elapning

The JCS has directed that the Joint Operation
PFlanning System (JOPS) will ke wused in planning for opera-
tions, force deploynment, and support of US joint military
operations. JOPS supports planning under time-sensitive or
crisis conditions with procedures whick form the Crisis
Action System (CAS). Under non-crisis, peacetime situaticms
JOPS is employed in the deliberate planning process.

a. Deliberate Planning

Deliberate planning cousists of five phases
which are outlired in Figure 3.1 [Ref. 4: p. 3]

The majcr product created during the plan development Ehase
cf JOPS is the time-phased <force deployment data (TPEDD).
When planning 4is coaplete, the TPFDD contains all of the
information needed tc describe a deployment. TPFDD refine-
menat is conducted in a two-phase conference hosted Ly the
Joint Deployment Agency (JDA).

The WIN is utilized as a timely, secure means of
distributing data to the deployment coamunity to facilitate
the refirement process. Prior to the Phase I refirpeaent
conference the WIN is used to distribute the unrefined
TPFDL, vhich contains only notional data, to the deplcyment
comaupity ip order that initial analysis can be conducted
prior to the conference. During the Phase I conference as
actual forces are designated to replace the notional forces
in the TEFDC and transportation requirements are identified,
the 1TPFLD is updated to reflect these changes and

14
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Basis: National Security Objectives
Criteria: The Threat
Plannming Tasks and Forces
- Objective: To Set the Stage

Phase!
Initiation

\ Basis: Mission Assignment (Forecast Situation)
Concept Criteria: Force and Resource Ailocation

Development All Signiticant Factors

Objective: Derive the Concept of Operations

Phase It

\ Basis: The Commander's Concept
Phase lif Criteria:

Force and Resource Allocation -
Plan Service Planning Factors LE
Development Strategic Movement Data

Concept Adequacy

\ Objective: A Transportation Feasible, Implementable Plan

Basis: The Plan :
Phase IV Plan Criteria:  Adequacy, Feasibility. and Suitability i
Review The Dynamics of Change »

\ Objective: An Approved Plan
Basis: The Approved Ptan

Supporting Criteria: Service Doctrine
Plans Support Agreements o
Objective: A Family of Plans e

Phase V

Pigure 3.1 Deliberate Planning.

distributed to the TOAs. Each of the TOAs uses ccammand
unique applications softwvare to prepare movement schedules
suppcrting the requirements in the TPFDD and to check the
resulting schedules for feasibility of execution, identif-
ying shertfalls (xegquirements which cannot Dbe met).
Military Airlif¢ Command (MAC) forvards the TPFDD Ly WIN to
Hilitary Traffic Management Coamand (MTMC) after identifying
airlift in support cf <the plan and checking the plan for

15
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: feasikility. As the provider for ground transportation anil jff
% transportation within the contirental United States, MIMC i;
F identifies and tests for feasibility the tramnsportation o
.; suppcert to te provided by MTMC. The WIN is used again to I;;
E forvard the TPFDD tc Military Sealift Command (MSC). The Eif
- 'sealift suprort for the plan is identified, as well as the ._
L resulting shortfalls, and the TPFDD , with air, ground, and '
% Sea transportation identified, is forwvarded by WIN to the
- Joint Deployment Agency. In addition, the modified TPFCLD is e
h distrituted to the deployment community for review of short- w
falls pricr to the Phase II conference.. During Phase II of o
3 the refinement process as shortfalls are studied the plan is 'id
EZ modified tc resolve the shortfalls, resulting in the o
e requirement for reflcowing the transportation support. ;;;
When the TPFDD has been refined and the =
resulting CFLAN reviewed and approved by the Joint Chiefs of R
Staff, it is then entered into the deployment data base at
JDA and is accessible to the deployment community Lty means —
of the WIN. oo
r. Plan Maintenance f
An ongoirg teleconference is maintained for each approved .

OPLAN in order to frovide a forum for discussing changes
required to maintain and update the plans.

Usuall¥ the f;rst 15 days of azrllft and the first 30 <
days of sealift are reviewved b{ the agproprlate members —
of the Jcint Deployment Communi verify that the

unzts and mater1a1 deSLgnated 1n ‘the plan are actually -~
avaz voul ost likel be the ones used, :
shoul t an be executed.., upon _completion oI the

lazntenance cycle, the revised data replaces the

utdate e xrenen in th Joint Deplo t Syst
o g5 ant flei qs Sg e eploymen ysten

This review is usually conducted guarterly.

16
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¢c. Time-sensitive Flanning

The Crisis Action System (CAS) which is utilized
for time-sensitive planning has six phases as illustrated in
Figure 3.2 [Bef. 4: . 7].

In the situation development phase commanders

can use the WIN to submit Operational Reports (OPREPS) to

approfpriate authorities. CPREP messages are used to ccamu-
nicate ccncerning incidents or conditions which could evolve
into a crisis.

In the crisis assesment phase WIN is used to
conduct a teleconference in which representatives from the
NMCC, the Service headguarters, the Unified and Specified
Commands, the JDA, and the TOAs participate.

17
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In the ccurse of action developament phase the
WIN is utilized as the transmission mode for the O02EEP-1
messages used to exchange required inrformation. Using CPREP
messages on the WIN, JCS promsulgates a warning order, the
supported ccamander then tasks the deployment community for
required assistance in develofring or revising plans. The
depolyaent community in tura forwards responses and the JDA
updates the JDS data base for the plan being developed or
modified.

In the execution fplanning phase WIN is used for
.transeission of the alert order and operation order. The
deployment comnuanity develors supporting operatiom orders as,
required and uses WIN to forvard updated informationm to JDA
for inclusicn in the JDS data lase.

2. [Executio

"The Jcint Deployment s¥sten Supports degloynent execu-
gn and sus axnlent of forces...After the " JCS execute
€L, DS must moni tor status of depl K;ng forces,
mater1a1 non-unit reéated personnel...J A dust alsc
be able {c rapidly respon changes in:the deployment
as execution processes." [Ref. 7: "p. 16]

The JDS capakilities supported by WIN, whick are
available toc the joint deploysent community during deplcy-
ment e€xecution are:

- A teleccnference is used to exchange textual informa-
tion among the menmkers of the deployment community to
assist in decision saking.

- Access to the JDS data Lase is available by one of the
following means:
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-- Direct access to the JDS data bLase is
rossiltle using WIN to access the timesharing

sutsystem of the JDA host coaputer. By this »
means remote users can review or update the Q
JDS data base. L
-- Transfer of porticns of the JDS data base ;*—J

to remote sites is possible using WIW. Then
users at remote sites car run coamand unique
apgplications rrograms using their copies of

the JDS data base. These copies of the data i”f“
base will not reflect updates to the data base

at JDA unless a later transfer is initiated.

== Direct access to the JDA data base 1is ;;;3
possilkle throught the JDS Remote Users Package ‘riﬂ
(RUP) which permits the user to update a local S

cory of the JDS data Lase while simultaneously R
updating the JLS data base resident on the JDA i
ccaputer. This permits coamands to have !y'ﬂ

access to the rost up-to-date version of the

JDS data base cn a real time basis. :

The RUP is ccnsidered to be the prefered methcd for PR

timely transfer of information between JDA and the remcte
sites since it not cnly provides the remote user the cafa-
kility fcr timely sulamission of updates and changes kut also
perpits the remote user to recieve chanjes simultaneculsly 1
as the JDS data base is updated by other members of the

} ’ 20

deplcyment coamunity. In addition the RUP permits the N
remote user to run command unique applications fprograms :.~}
using the local copy cf the data base. "As part of the ROUP, ;_:j
the JCA has developed commaunication support software called "
the JDS Interface Frocessor which uses existing WIN ¢to
support traasaction updates between two WIN sites in near ._‘ﬁ
real time." [Ref. 7: p. 70]. 1_77
1
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The JDS also interfaces with MAC and MTMC using #IN
to transfer informaticn to and from
- the 1Integrated Military Airlift Planning Systen
(IMAPS) at Military Airlift Coamand
- the Mobility Analysis and Planning System (MAPS II) at
Military Traffic Management Ccommand.

[
4
S

These autozmated interfaces facilitate the timely exchange of
movement requirements and scheduling information between JDA

and tke 10As.

B. SPECIFIC PROBLENS

Several exaamples cf .the kinds of problems which cccur in
processing in a distributed environment can be fcund in
examining the JDS as rart of the WWMCCS ADP support for CPE.

a. Interface Between JOPS and JDS

The JDS is the ADP tool used to msanage inforza-
tion in support of derloyment and OPLAN execution. 1In corder
to properly support its mission the JDS must interface with
JOPS which is used tc develop oplans. The current interface
is, "time-consuming and relies heavily on manual reviews and
manipulation of 'data‘," [Ref. 8: p. 8]. The JOPS handles
notional data, dealing with types of units rather tbaa
specific nased units. JDS, however, has in its data Lases
specific named units which will be used in specific planms.
In order to obtain the proper information for the JDS data
kase, manual reviews of the notional JOPS data are conducted
and after specific actual units are named 1in suppcrt of
requirenments, the JCS data base is prepared. In addition,
each of the TOAs requires support from command unique soft-
wvare to convert the notional wmoveament tables from JCPS into
schedules which use actual named assets. These schedules
are then used to provide input for the JDS data base.
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The interfaces among thése systeas are prirarily
manual at the present tinme. In addition, although tahe FIJ
is used to transfer data between participating ccmmands,
each cczmand running JOPs uses its own copy of the TPFDD
during processing as well as its own copy of the JOFS soft-
ware. This results in considerable duplication of files and
a resulting requirement for extensive coordination to ensure
each site is using copies of the same TPFDD data Lase in
order to prevent decrepancies.

F. NOPLAN Sugport

' “There are no adequate procedures to rafpidly
estaktlish a deployment data base in a NOPLAN situation,"
[Ref. 8: p. 11]. Since in the curreant JDS the only way to
review data is in ccnnection with one specific OPLAN at a
time, it is difficult to efficientliy use data already in the
data Lkase in support of a NOPIAN situation. There is not
even automated assistance to determine which units are
tasked to support more than one OPLAN. This is a deficierncy
in the current systes since there is a validated reguirement
that, "The JCS wvill review the supported commander's esti-
mate and approve or scdify the recommended course of action
after determining tie effect on other operation plans and
global capabilities," [Ref. 9: p. 12]. There is currently
no tisely, efficient vay for commanders to share NCPIAN
information when developing potential courses of action
without actually sending copies of data bases or lengthy
messages ketween coamsands.

€. Data Base Inconsistencies

The primary method for transfer of data aamcng
coamands using the JLS is the WIN. Recent tests ccnducted
during a major exercise have shown in a fairly small samrle
cf JbDS data base records that there are numercus
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inconsistencies among copies of the data base at varicus
sites (Jcint Deployment Agency, European Coammand, Military
Airlift Ccammand) :

“The technigne ve used to determine the sInchronlzation
of JDS data bases was to select a sample of carrier
records agd determine if the information was the same in
each of tte three data bases, . _.This oplan has thou-
sands of carriers, so we limited our sample to thcse
carriers_ve knew had been updated--those with Deviation
and /9or Diversion reports. We retrieved carrier 3Jzani-
fest data on forty-rive records stored at each_ of the
three locations . . . In supmary, th;g_verg small sanmrle
of carrier records having been” modified % deviation/
diversion reports had a high Rercentage of differences
betveen RUP and JDS data tasés.™ [Ref. 10]

The data "shown furnishes examples of the discreparncies
found: (Ref. 10]

CARRIER A03895 SCH ARR
EUuCCH 255426 ZFEB AT BRUSSELS
JDA 2500000FEE AT BRUSSELS

Discrepancy: a difference in scheduled arrival time

CAREIEE A04526 SCH DEP
20COoNM CITY OF COLORADO SPRINGS (TDHV)
JCA EETERSON FIELD (TDHV)

Discregancy: a difference in the bname associated with a
specific location ccde

CARRIER AQU021“ SCH ARR
EJCCH 451626 ZFEB
JDA 2500000FER

Discrepancy£ a difference in the scheduled arrival time

CARBIER A04182 SCH ARR CARRIZR DEVIATION
EUCCH 26 1651 ZFER -—-
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JDA 260000 OFEE DELAYED 2 d0URS LUZ 70
DEMONSTRATION AT AFCD

Discregancy: a difference in the scheduied arrival time
and a note corncerning carrier deviation which orly shous
at cne site

The need for comgplete, accurate, timely inforaza-
tion is often taken for granted. In the CPE envircnment
this requirement is even more challenging since all partici-
pating ccmmands need to be working with identically urdated
data Lases if they are to make valid assumptions for plan-
ning and executing oflans.

de. Data Base Managenment

“There is also a requirement to develop a system to restrict
access tc data and restrict the capability to change data
elements within JDS," [Ref. 11: pe 2-10]. Safeguards to
prevent unathorized changes to data elements in the JDS are
insufficient. An authorized JDS user with modify permis-
sions may make unauthorized modifications in the data base
since individual types of changes or types of data elements
are insufficiently safeguarded.

A change or update to the JDS data base using
one update module =may or may not update relevent corre-
sponding data elements. For example, if a carrier is
reported as sunk using one update wmodule a guery module to
display ships arriving on a given date may still display the
ship as scheduled to arrive.

"A major froblem facing the deployment ccamunity
is the lack of standardization of data elements between the
JOPS, JDS, UNITREP, and OPREP. Because of the need to acco-
modate the interface with these systeas, JDA has been forced
to pick and choose between various data elements,
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definitions and formats," [ Ref. 11: p. 3-8)]. The fcilowirng
are scre of the prctlems resulting from the attempzt to

interface tlkese systess:
- data elements which actually have the same meaning
have different names (e.g. Jifferent versions of an ' o
airfield name associated with the same location code)

- data elements which have the same meaning may have PR
different units or te calculated using different algcr- 3
ithas (e.g. weight reflected iun lony tons on one systen o
h and short tons on another) —

& - data elements which have different meanings have the : f
same names (e.ge. arrival date on one system may Le the
time a unit will arrive in theatre, on another systenm it o

ray be the time a unit will arrive at port of detarka- =
tion) ;f;
As the data base structure or the basic software ~: 

of the JLS changes, the command unique gqueries written to ;;;
run against the JDS data base must also be changed. ~ -~

C. BREQUIREMENTS

In July 1983 the Joint Chiefs of Staff approved the
Joint Operation Planning and Execution System (JCPES)
Required Ofperational Cabability. The initial operational
concegt,
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naddressed procedures supported by state-of-the-art AD?
cagatilities which culd result in producin
capahzlzty-constra;ned courses of action in a matter o
hours and” completed g fully sourced with actual
unjts tested, againct ep nent and sustainaent capabil-
ities, wlthzn g se criteria, once achileve
represent a. revol tlonarx zngrovenent to present plan-
ning systea capabilities.

’
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JCPES is envisioned as, "The foundatiom for our ccrvexn-
tional ccmmand and ccotrol system," and will accoaplish its

fanctions, “through the interoperation of a central core of
joint apprlications and various C2 and functional systeas . .
« JOEES must support the planning and execution of nul ti-
theater scerarios involving total comamitment of U.S. and EARE
Allied fcrces," [Ref. 12]. o |
JOPES will effectively replace the JOPS and JDS which ;
today support CPE. JOPS and JDS are two separate systeas ??f”
wvhich do not have an automated interface. JOPS is used for ff‘{
Flanaing and JDS for execution. In JOPES, sof tware i__,
supporting these functions would not require the 1manual o
interfaces required today. In addition, JOPES will be
required to share data with command unigque applicaticas ;;;ﬁ
which support CPE. Q,“ﬁ

"JOEES consists of the policy, procedures software,
hardware ersonnel training, and connectzvzﬁy necessary oo
to facilitate g apning dlrectlng coordinating, mo B
toring and con rollxng military “operations."” [Ref. 9

p. 2] . B

For JOPES tc work effectively the WWMCCS community will have
to develop and support a distributed data base concept which
will permit interfacing cosmand unique software and systenm !ffq
standard softvare. In a distributed data base, porticns of ﬁﬂfw
the data are stored cn dif ferent computers. The physical :
location of the data ideally does not affect processing and
is usually not even agpparent to the user. This would elimi-
nate the need for synchronizing multiple copies of data R
rases (except thcse required for reduadancy). Such an envi-
ronment would also eliminate the manual manipulation of Jdata
currently regﬁited in interfacing the existing systeas which
support CPE.
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IV. BECOMMENDATIONS -

A. CHANGING ENVIRONMENT

The current state of the art in automatic data
processing cffers many management and technical opportuni-
ties to facilitate the transition from the WWMCCS Standard
ADP of tcday to the kind of system regquired to support the '
evolving needs of the CPE eanvironaent. The requirement to o
share data among coxmands in support of CPE requires addi-
tional techniques and facilities not required by a single
site operating in isolation. The Open System Interface :
reference model prcrosed by the Interpnational Standards -
Crganizaticn provides a means to describe and document the
interfaces required in a computer networking environment.
The capakilities provided by local area networking ocffer the
facility to link internal ccmmand resources together in
support of command unigue requirements. The WWMCCS
Jaformation System is the onging program to modernize WWMCCS
ADP utilizing modern technology to meet evolving require-
sents.

1. Cpen System Interface Reference Standard

The International Standards oOrganization (I1S0)
proposed the Open System Interface (0SI) Reference Model to
serve as a standard set of network interfaces and prctocols.
The use of the OSI Feference Model would be a step toward
international standardization of the various protocols for
distributed processing netvorks. Compatibility aaong
netwvork nodes would le assured by compliance with standards
even when software and bhardware at various sites are
supplied by different vendors.




....................................

: The OSI stancéard is based on a seven layer ccncept.
E% Fach layer provides a portion of the services required to
ﬂ . interface ncdes in the network. By breaking the interface S
frobles intc seven layers, the implementation of differen+
L porticns of the interface can te developed, tested, fielded,
[ and nmcdified independently. The 1layered approach heips to e
i isolate the functicnal requirement from the engineering —
. implementation. As more efficient technology becomes avail-
able tbe implementation <¢f a specific portion of the
intarface can be changed withcut undue influerce on the
users' interaction with the overall information network.

The bottom three layers of the OSI model are host to
imp protoccls and the top four 1layers are host to host
protoccls, only the top two layers deal with interfacing
user applications and data.

LAYER 1: The Physical Layer supports the actual ccmmuni-
caticn ccnnection tetween hcsts and the transmission of o
rav data cver *he established channel. ——

LAYERR 2: The Data Link layer ensures data received is
error free and the appropriate acknowledgements are
sent.

LAYER 3: The Netwcrk lLayer, sometimes called the coamu-
nicaticn subnet layer, is responsible for point to point
routing of data between its origin and destination.

LAYER 4: The Transport layer, also called the Hos*-Host
layer, is concerned with dividing the data in*o packets
for transsission.

E LAYER S: The Session Layer provides the capability for
users cf different machines to establish a connection
between processes on the machines.

28
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o
LAYER 6: The Presentation Layer manages the exchange of o
data between applications anyvhere on the network. It
ensures tle data is in approgriate format for the appii-
caticn to which it is being sent.
LAYER 7: The Application Layer providas the interfaces *
between user and application and the user and <*he
systen.
Laver Name of unit »
exchanged o
Appiication protocol C
7 | AoDICatiON e e e e — ————— e ————— —={ Application | Message
Intertace ' Q o
Presentation protocol -
6 | Presentation - e —e— e ~1 Presentavion | Message 9 ..
Interface ‘ ’ '. - '.4
Session protacol o
5 Semon fe-emcrem e Sesmsion Message S
¢ ) )
Transport protocol s
4 Tranpont |er— e e e, e, ———- Teansport Memage o ..
Communication subnet boundary -
: - N : o
3 Network fo-~—rl-of Network j Network e 4 — — Network Packet .':_'ff‘:.':
} Internat subnet protocol } Lo
2 Oata link -'-—-;——-J Data Iink J-l Datalink e~ ——o1 Oamlink Frame L.--.
4 1 t s
1| Phviica Physicel Physical Phvsicat | Bit
Host A t IMP IMP J on B s
L Network iayer host - IMP protocol !-—-
(— Dsta fink isyer host - IMP protocol o
~— Physical layer host - IMP protocol
Pigure 8.1 Netvork Based on ISO 0SI Reference Model. ‘.':_
o__
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Figure 4.1 [Ref. 13: p. 16], illustrates a network
based on tke ISC 0S5l Reference Model. The dotted lires

represent virtual ccrnectivity between similar layers on A4 R
different bhosts while the solid 1lires represent physical ._;‘ﬂ
connectivity. The ISO O0SI provides a useful way of "_'é
describing frotocols which perfora required network func- ::;j
tions while leaving the engineering of the implementaticn up .

to the netwcrk designers.
2. local Area Networks (LAN)

local area networks (LAN) are networks which prcvide
high speed communications anong information processinj
equipment in a limited geographic area. Local area networks
have evclved from previously existing methods of networking
and ccmmunicating. 1They provide the capability to interface
sany kinds c¢f devices and to exchange data with other LANs
or long haul networks. In general, LANs offer high data
transmission speed at lovered costs while sacrificing long .

distance data transwsission capability. LANs are a key ? R
element in the strategy for the WRWMCCS 1Inforamation Systenm. iju”
Attriktutes of LANs which are bleing evaluated for support of A &
WIS include: .
flexikle topology .
security
expandability
flexibility in selecting transmission media '
oy i ®
reliability.
3. RHHWMCCS Information System (HIS) L
RO
“"The WWMCCS - Information System (WIS) encompasses the 8
informaticn collection processzng and display systen o
that includes uwuccs SDP and rela ed software systerms, R
procedures and g;ogtzng telecoamunications. The RN
modernization, focu on the_ backbone of standard e
WWMCCS ADP which supports cosmand s stens . . . The JPHN ‘\”-j
éJoint Pro ran Hanage:) focus w% be on softwvare and Cy
ata mapag nent technigues." [Re 14: p. ES-1 ®
T
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The WIS is explained kriefly in order to shed some lijht on
the current effort to improve WWMCCS ADP which will affect
the ADP environment in which CEE users operate. The sugpcrt
provided by WIS will be izplemented incrementally thereby
- providing evolutionary modernization. This will help wnini- :
mize the overall impact on commarnd and control users while ;:j
peraittirg advances in computer technology to be utilized. :

s alsla a2

"The ®IS JPM task is to modernize and enhance the e
command ccntrol software, acquire state-of-the-art hard- -
vare and add carpabilities. to the command control T
groce;s. These  capabilities inclyde  automatin the —
andling of operaticnal messages, distributing data_angd R
enhancing the capakility of command control pefsonpel to {
interact vith their information." [Ref. 15: p. 17]

Figure 4.2 [Ref. 16], illustrates the capakilities i:ﬁ
to be provided by WIS. In implementing WIS one goal is to =
maintain the separation of the the engineering ispleaenta- }fﬁ
tion fron.the desired capabilities. In other words, varicus
commands may use different hardware and softwvare to support
their sites. In addition, LANs will provide tailored -
support fcr internal requirements of commands while still
pernitting and interface with the long haul network.

(3
4. Suympary ;7?
The recurring emphasis in state-of-the-art ADP tech- -]
nology is interfaces vwhich permit the separation of jﬁ
engineering and furnction. This should permit the users to :i
select tle iaplementation best suited to their needs and =
still interact witk other users supported by different '"5
isplementations. This ccnceptually permits systems to i

;--4‘

continue to grow and evolve, making use of new technolcgy
without disrupting the supported functions.
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o oUTGOING o JRS MESSAGES
® QUERY/RESPONSE e OTHER MESSAGES

TELECONFERENCE ,

¢ o QUERY/RESPONSE
¢ DISALAYS o TELECONFERENCE
o DATA BASE SUMMARIES o DISPLAYS

o DATA BASE UPDATES
GATENAY o FILE TRANSFERS

o ADP SERVICES
@ DATA COMMUNICATIONS

EXTERMAL INTERFACES 4§ ¢ VIDEO SERVICES

@ WORK STATION SERVICES
e CRYPTO

=)

LOCAL USER VORK STATIONS
o COMMAND CENTER PERSONNEL

o CRISIS ACTION TEAMS e
o OPERATIONS SUPPORT PERSONNEL

Figure 8.2 User Capabilities Supported by WIS.
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E. STANLABRLCIZATION - A NEW APEROACH

VIhe growing requirement for automated interfaces Letween
the prograss and data bases used by different commands to
support CEE cannot ke suprorted using the current WHWMCCS
Standard Software. I1f commands wvant to interface software
today, the interfaces aust be designed individually and
uniquely tailored to the two ends of the interface. Pigure
4.3 illustrates the interfaces which would be reguired to
link the software of four mwmesbers of the joint deployment
connunity todaye. Each line represents a specific interface
developed Letween afprlications at two commands. In this
example six programs are reguired to interface each of the
four ccmzands to each of the other three.

JD Msc

MAC MTHC

Figure 4.3 Interfacing under WWMCCS Today.

It is clear that in addition to necessitating many aan-
years of softvare development, an interface would reguire
updating each tise an application on one end was mcdified.
The requireasent still exists, however, ¢to share data amcng
coamands. 1In JOPES,

“Once_ an originating agency updates its data base, the
distrituted "data [Lase concept will perait _automatic
ap atxng. ia sul-aty ffi‘a of all interrelated data
bases . ES"y1 not burden lower level staffs

th extens vo e ortzng req uzrenents but will 1interface

v th ccama iency-unzg systems as necessary and
tiggin o n:§ sgoci ied liaits to rapzdly obtain informa-
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JDA has rade progress with near real-time updating of data : '?
kases located at different comsands but the JDS requires all S
rarticipating 'commands to be using exactly <+he same JDS ;“-4

software, operating on the same WWNCCS Standard Hardware.
This agrroach does nct permit the interfacing of ccmmand
unique applications and data bases among commands.

In order to obtain the benefits of timeliness and accu- P
racy in interfaces, an ADF solution is preferable ¢c the
| current sanual interfaces. If the WWMCCS community would S
define a core set of data which is required for CPE and

wr.o
i

standardize the description c¢f ¢this data, each command '

seeking to interface with another command would only have to ]

develop an interface tetveen the standard data set and +heir oo

comnand unigue software. Pigure 4.4 illustrates the Joint f_‘l

Leployment Community interfacinrg in this manner. 9

| ‘ .;TEL i
K 4
[ Jna usc i -
\ ol - - 4

' INTERFACE C
MAC MTNC A

o

»

Pigure 4.4 Interfacing through a Standard Data Set. ﬂfff

The total number of interfaces would be reduced signifi- ;'”d

cantly and each ccmmand would only have to plan cne
interface with the standard data set in order to interface
an application with all other participating commands. In
this exasgle the total nuaber of interfaces was reduced from
gix to four by interfacing through a standard data set.
More important, each node acwv only requires one interface
vice the <three previously required. The use of a ccmmon
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interface permits many widely separated data bases to func-
tion virtually as a distributed data base. This will help
meet the identified requirement for a distributed data base
approach tc support JOPES. It is not a distributed data
base in the routine sense Lut rather an interface which
peraits the exchange of data among separate data Lases.
This ccncert is furtlter developed in a later section.

1. [Electropic Data Interchange (32I)
a. Background

"The U.f. Electronic Data Interchange (ELI)
Standards are designed to facilitate the electronic irter-
change of data in a standard manner between independently
organized, cwned and/or operated computer and communicaticans
systems," [BRef. 17: . 9]. The EDI standards were devel-
oped in an extensive joint government-industry effort to
seet a recognized need in the transportation industry for
timely, reliable tramsmission of data among organizations.
The organizations utilizing the EDI standards include:

Motor Carrijers
Ocean Carriers
Air Carriers
Ralltoads
qu ers
gers
COnc nees
Freight Forwvarders
Ftexght Ccnsolidatcrs

Agents

U.S. Custcms Service

J.S. Department of Agrxculture

U.S. seneral Services Administration
J.S. Department of Defense.
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. Structure of EDI

The major unit of information in EDI is the
transaction set. Transaction sets support tne major func-
tions performed ty the communicating 6rganizations.
Information units in the EDI include:

“"Data Element: The smallest information unit in the EDI
infcrmation structure is the data element. A data
element may be a single character c¢ode, a_  series of
characters” constitutifig a 1literal description, or a
numerical quantity.

Data Segment: A data segment is composed of a furnction
identifier and one or mdre  functionaliy related 3Jata
elements rositioned serially in a standard mapner . . .A
segsent is roughly egquivalent to_a line of information
on~a bill of 1ladibg of freight bill.

Transactiocp Set: A transaction set és a group Qf data
segments, in a predfined segquence, needed tod grovlde ali
of” the ata required to define a complete transaction
such a s shipmeit informationm or iavoice , The trans-
action set in EDI eguates to_a docuaent ir a paperwerk
system, such as a kill of lading or invoice.

Functic¢pnal Group c¢f Tramsaction Sets: A functional
?rougnzdentlfzes tbose transaction sets of the same_type

hay q the same indentifier and subject titlej.™
Ref. 18]

Figure 4.5 [Ref. 19], shows how the information units are
put together to build a complete tramsaction set., The first
data sejment shown in the second column of the examfle is
composed of the first four data elements in the first
column. This same data segment becomes the - first part of
the tramsaction set in coluan three. It should e noted
that a data element (€e.g. A) can be used in more than cne
data segment.
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Figure 4.€ [Ref. 19], shows hov a communicaticas
session with a user inputting data into the netwcrk can
include more than one transaction set. This figure fcllows
the building block agproach by showing that related trans-
action sets (e.g. fpurchase orders) can ke regarded as a
functional group and several related or urnrelated functional
groups can ke sent in the same transmission.

c. EDI Operations

The EDI ccncept operates through the use of five
tables.

"The same five tables are used for generation of data to
be transmitted and for the interprétation of data that
is _received. The set of tables defines the structure
and attritutes of the EDI tramsaction sets, _segments,
data elements, and codes. The EDI ogeratlonal software
prograss control fpcinters to_these ables and use the
information at the pointer locations, in combination
with data from the user's  data base, to assure progran
generation and interpretation of data." [Ref. 19%

These takles are used to process incoming and outgoing data.
Figure 4.7 [Ref. 19), explains generally how the talles are
used. Figure 4.8 [Ref. 19}, presents a more detailed
example of the data structure, with sample entries for each
table described in figure 4.7 Table 1 has a list of all
transaction sets with identifying numbers. Table 2 lists
the data segments in each transaction set. Table 3 is a
directiory of all data segments with identifying nualters.
Table 4 lists the data elements in each data segment. Takle
S is the data dictionary and is broken down by data
elements. Detailed examples of eaca table are given in a
later section..
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Transmigsion Control Hesaer $ (86)
Functional Control Hesder Segment (6S)
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Functional Control Trailer Segment (GE)
Functional Control Heaser Segment (GS)

Comunications Protocol

Transaction Set Control Hesder Seg (ST )
(Baginning Segment)

Detail Oate Segments
(e.9. Purchase Order)
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Transaction Set Control Trafler Segment (SE) e
(Ending Segment)

Transaction St Control Header Segment (ST )
(Beginning Sagment)

~-“mun

Detail Data Segments
(e.9. Purcnase Oraer)
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Transaction Set Control Tratler Seg (SE)
(Enatng Segment)
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TEORDS

Transaction Set Control Hesaer S (st )
(Begimning Segment)

“mun

Ostafl Data Segments
(e.3. Recaiving Advice)
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Transaction Set Control Trailer Segment (SE)emmmmmmed
(Enatng Segment)
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Functional Control Trailer Segs (GE)
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Trangmission Control Trailer Seq (£6)
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WTE: "he Transmizsion Control #eeser o Transmission

Tratler are net 4808 '8 Mi comMICATIONS.

Pigure 8.6
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Table 1 is used to locate items in Table
2.

Table 2 gives the order of segments in a
transaction set for each application.

Table 3 is used to locate items in Table

4,

Table 4 gives the order of data elements
in each segment.
Table 4 example (simplified):

Segment I.D. Data Element - Location

EX !(Example) D 11
EX A 1
EX E 13
EX C 9

Table 5 specifies data element attributes.

Table 5 example (simplified):

Data Element Maximum Length

s e s mEHOOD Y
ONNN

Pigure 4.7 Use of Tables in EDI.
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d. Advantages of EDI

The emphkasis in the EDI concept is on communica-
tions (exchange of information) betweer computers. By
communicating through the use of standard transéction sets,
EDI pernits users to interface efficiently while [freserving
their autoromy. Each user could conceivably be using
different kinds of hardware, software, and data base aanage-
pent systems and still be akle to communicate. An added
tenefit ¢f the EDI approach is that data elements c¢an be
added or deleted withcut requiring softvare logic changes.
Also, changes in a user's applications will not.aiffect the
interface with other users as long as the translaticn tc the
EDI standard is updated within the command.

The EDI ccncept could be wused within the WWMCCS
compupity tc ease the transition to the distributed data
kase environment which will be required to support CEE. To
igplement this approach, members of the WWMCCS ccmmunity
would hbave to define the applications and the data which are
required to support CEE. Standard methods for data ccntrol
would ke required. Once the standards were developed and
documented it would ke the responsibility of each comxmard to
make the translation between their applications and the
standard.  Cnce all the involved commands are able tc trans-
late Letween their aprlications and the standard, they could
also ccmanunicate directly with cther participating ccmzands.

2. Application tc Specifi¢ Probleas

The desirability of implementing the EDI ccnceft
within the WWMCCS ccamunity can be evaluated by exaaining
hov it uould'help resolve the some of the problems which
have reen identified in WWMCCS ADP support of CPE.
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a. Data Base Management

In order to ensure the accuracy of data the
capability to modify cr delete data must be controlled. 1The
current system dces nct protect against unauthorized changes
pade Ly a user who is authorized access to some but not
neccessarily all data. The EDI concept would contribute to
security because the data elements would be distrituted
amsong the ccmmands with ultimate control and modify permis-
sions held Lty the cosmand "owning" the data and resgonsitle
for its accuracy. Another command could request, data tut
the systea would ckeck to validate <the identity of the
sender, in accordance with pre~-arranged agreements,

“The ccmmunications protocol provides a means for posi-
tive identification of the sender by the receiver, _and
conversely . « . P;oce551ng of transmissions which dc
not pass " the comnmunication header validation tests is
aborted after an error reply is sent to the sender and
the _conditions have_been logged for subsequent study or
analysis." [Ref. 17]

By distributing the data and controlling coamunicatices
access tc srecific data, the EDI concept provides more secu-
tity than the current systes.

In the current system a change or update to the
JDS data base using one update application may or may not
update relevent corresgonding data eleaents. Using the EDI
approach, aany applications could rely on a single ccpy of a
data elesent so the cpportunity for discrepancies would be
minimized. Today different applications use different files
and it is difficult tc effectively update all instances of a
data element. In addition, through use of the transaction
sets, groups. of related data elements could be updated
together.
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The
elements among standard and conmand unigue systeans
significantly reduced through the use of the
Initially an effort would ke required to identify data
eleaents which aust ke shared among members of the WWMCCS
coamunity. The definitions of these data elements would be
specified and incorpcrated into a standard.

jata
can be

current lack of standardization of

EDI concert.

Each commzand
vhich peeds to interface with another in the community would
then develop the to translate
data elements into %“The
computer prcgrama aad the structure of'each type
action set are part of the EDI standards. EDI
address a standard +shich extends into a company's internal
[Bef. 17]. The the
functions which would facilitate interfaces aaong partici-
Cnce data to be interchanged has
a standard definition, individuval coamands can
to the standard through individual
This would resolve the following kinds

necessary softwvare command
interface

of trans-

the standard format.

does not

systea," EDI software would perfornm

Fating ccmmands. been
defined in
convert data elements
software rcutines.
of discrepancies:

- data elements which actually have the same meaning
have different names
- data elemeants which have the same meaning may have

different units or te calculated using different algcr-
itbss

- data elements vhich have different meanings have the
sSas€ names
As the data base structure or the basic software
of the JLS changes, the command unique queries which rely on
the JLS data base often must be rewritten. The EDI ccncept

is desigred,

"Tc respond with ease to fre

) guent requireaents for modi-
fication, contraction,

nd/or expansion of the
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individual apg%ications. - the_ informaticr is ST
structured s at it be construct d by one computer R
systea an 1nter reted adnd processed b ano her, New LT
agglzcat;ons gnd 1nforlatzon units ¥ Eec1f1ed

hout xlpactlng work previously comple ed [ Be

PP. 6-1

The physical implementation (e.g. the programaming laaguages
and the data base smanagement systeam) of any standard or
unique applicaticn is kept isclated from the standard data
definitions so modifications to implementation methodology :
vill not destabilize the systen. i»i‘

E. Data Base Inconsistencies ) »

The problem of different sites having different
copies of the data lLase would be avoided through the EDI
concept Lecause of the distribution of data. Each data i
element would reside at the command responsible for its .‘“1
accuracy but would Le accessible to other commands. Even ]
vwith provision for redundancy this is still a more desirakle
arrangesent than aultiple copies of data bases residirg on _n_J
sany systeas at many locations. In this wvay, as data is gfff
updated for one purgcse (e.g. UNITREP) the updated data SN
would also re availatle for other applications such as JCPS RS
or JDS withcut requiring separate updates for each applica- i
tion.

C. NOPLAN Sugport

The use c¢f the EDI concept could helg in a »
NOPLAN situation by eliminating the necessity to send copies “*”1
of entire data bases or lengthy messages among commands. As i
each ccrrand successively develops a portion of the fplan, et
data can be ex-tracted from applicable data bases, incorfo- p
rated into tramsaction sets and transmitted tc cther
involved ccmmands. Because the coastruction of new
instances of a transaction set can be facilitated by the EDI

e
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tables it would be much easier for coamanders to evaluate
varicus alternatives since less data would have to Le sent
among commands to generate responses to "what if " gues-
tions. It would alsc be possible to include as part of the
information on a specific unit the various OPLANs in which
the unit wvas tasked. This could be done by develofing a
data segment which includes as data elements the unit desig-
nation ard the plans which task it. In this way potential
problems with multi-tasking could be identified guickly.

d. The Interface Between JOPS and JDS

The interface between JOPS and JDS, and other standard or
command unique applications could be sijnificantly sizpli-
fied through the EDI CONCEPT. Since incompatibility of data
elements is not a prcilem when the common interface is used,
data frczx pnumerous systeas could be tapped in response to
information queries input using any one of the systesns.

C. IBPLENMENTATION

Although the EDI concept requires a standard set of data
elements in order to cperate, there is no centralized stan-
dard data base. EDI facilitates the transfer of data among
various data bases by means of a coamon interface. Laying
the groundwork for an EDI interface is in some ways,
however, siazilar to data base design. It will be helpful to
exanine the necessary preparation for iaplementing ELI in
data rase design terasas.

A data rase is a model of an organization which exists
in the real world. Events which occur in the real world are
reported to the data base systeam as transactions which in
turn cause data to be modified. Design considerations for
data Lases as models are listed in figure 4.9 [Ref. 20: P.
177].
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Database as a mode! of an enterprise

Lavel of detail
Cost of aggregation and generalization is unanswerable question
Need to aggregate and generalize in light of requirements and
financial resources

Dynamics of database as model
Enterprise changes, model must change
Events occur, are represented by transactions
Level of transaction important ~ transactions cannot be more
aggregated or generalized than database data

User views
Different perception of data structure
Different perception of data meaning
Need for standardized meaning

Pigure 4.9 Design Considerations for Databases as Hodels.

The fact that in CPE users represent many commands with
different views can cause a design probleam,

"pDifferent users (and designers) will have dJdifferent
peanings and interpretations for data <that is stored in
the datalase Questions that appear +to _be similar may
in fact be different.™ (Bef. 20: p. 177}

Cefinition of a set of data elements which must be
available in an BEDI interface would require a great deal of
effort with high level support in the joint arena. The
standard dJata elements will be the building blocks from
which interfaces will be constructead.

'Data Lase dosigg is divideqd intf tvo phases; logica
design, where e needs of pgop e arg specified an
physical design, viere the lcgical design is mapped into
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the ccenstraints c¢f articular rogram anrd hardware
products," [Ref. 2C: 5. 1#7} krog -

The lcgical data base design is done by the users whc need °
to use tle data. Tte physical data base design is normally '
done by experts skilled in evaluating aardware and software
capabilities and selecting the most feasible means of ismple-
menting the lojical design, This division of effort would ®
apply also in a general way to dJesigning a standard EDI
interface, although it is not a data pase management systenm
Fer se.

1. logical Data Eas€ Design

a. The Output-

The output of a logical data base design is a -4
schema which defines the data records (ir EDI terrinology,
the data segments) which are to be maintained, the data
elements which coapcse then, and the relationships amcag : 4
these data segments and data elements. Data segments are o
descrited by listing the data elemeats which they contain ]
and constraints which limit the values the data can lLave. .
Transaction sets, in turn, are described by listing the data .
segments they contain and applicable constraints. ;:‘

. Inpat

The ipputs of the 1lcgical data base design are the systea
requirements and the plan which describes the envirconment o
and ccnstraints, which will affect the systenm.

C. Procedures 75?3

"The sajcr steps in the logical design process:

identifz data So ke sto:gd -
consclicate and clarif ata names S
ggzg%op ;he éggﬁcal schenma _

€ frogessi
revicu esggn," fnef. 20: p. 181]. 1
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In the [frocess of identifying the data tc be
stored, the data dictionary is developed and data elements
are identified by name and described. Figure 4.10
[Ref. 18, is an example of a portion of an EDI data
dictionary. To see bhow the data dictionary is set up,
consider data element "10" in the left column. Data element
"10" is defined as a six digit numeric field which is
entered with the first tvo digits representing the last two
digits of the year, the wmiddle two digits representing the
month, and the last two digits representing the day of the
month. This physical description of the data element is
also acccspanied by a verbal definition of the data eiement.

To consclidate and clarify data nanmes it is

necessary tc identify synonyms and aliases. Synoryms are
different names for the same data elenment. Synonyas should
ke reduced to one standard name. Aliases are alternate

names for the same data element (synonyas) wvhich are
permitted to remain in the systea. ZDI eliminates the need
for aliases because, alt hough different users may have
different names for the same data element, they can prcvide
for "tranmnslation" to the standard by means of the software
they design to interface their unique system to the EDI
standard.

The develcrment of the logical schema consists
of defining data segments and their relationships. Figure
4.11 and figure 4.12 are samples of two EDI tables which
list data segments and the data elements from which they are
tuilt. [BRef. 19]. In Table 3 (figure 4.11) the data
segment titled "beginning segment for completed payments" is
assigned the segment ID numker "B7“. This data segment is
composed of three dJdata elements (see the right column).
These data elements can be identified using Table 4 (figure
4.12) by findiog the segment ID nuaber "B7" in the first
colunmn. The seccnd column 1lists each data element
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DATA ELIMENTS

SETS
(SP!C: TYPEe N MINe 1: MAXe 3)
MMBER OF TRANSACTIONS RECEIVED nmcm ERROR 1IN A
FUNCTIONAL GROUP (MSBER mAY 8€ O

REFERENCE DESIGNATOR(S): D902

~FORM MESSAGE
(SPEC: TYPE~ AN MINe 1: MAXe 80)
FREE-FOR TEXT

§ ARRIVAL DATE
(SPEC: TYFE= N MiNe 6: MAXe 8)
OATE (YVORID) AS REQUIRED OV CUSTONE
ALSD SEE: ETA OATE (o8}

REFERENCE DESIGMATOR{(S): X302

ACCOUNT NAMBER
(SPEC: TYPEe N MINe &; MAXe 17)
1D MABER ASSIGHED BY SANK TO ITS CLIENY

8§ BaNX CLIENT CoDE
(SPEC: TYPEe A MINe 1: MAXs 1)
IDENTIFICATION OF PAYVEE OR PAYER:

-] ORFINITION
t  PAVEL
R PavEn

PLAN NSBER
(SPEC: TYPEes N MINe 1: MAXe 6)
ASSIGNED OV SANK TO PAYER'S FREIONT PAYMENT

REFERENCE OESIGIATOR(S): 0608 3702

BANK TRANSACTION OATE
(SP!C. TYPEs N MINe 6; MAXe 8)
(YVOWD) THE BAMK RECOADED TME TRANSFER OF

ASFERENCE OESIGNATOR(S): 0793

11 BILLING COOR

(SPEC: TYPE« 4 MINe  1; MAXs 1)
TYPE OF BILLING ACRVIRENENT FOR MATIPLE EQUIPHENT
SHIPNENT:

OEFINITION
TRPORARILY Alﬂﬂl.hl'. LOAD
IRR.TIPLE SHEPRENT &
MATI-CAR TRANSIT
MLE 26 LEAD AND TRAILER EQUIPMENT ON

c=-n -ot»ﬂ

UNET TRAIN SILLING
REFERENCE DESIGMATOR(S): B3

12 GILLING DATE
(SPEC: TYPEe N MINe  8: MAXe &)
DATE (YVIOWD) OF TME CARRIER'S INVOICE

REFERENCE OESIGNATOR(S): 0306 COO R9R3

13 BOOKING NUMBER
(SPEC: TYPE= AN MIN= 1: MAR= 10)
WMMOER ACSIGNED OY THE CAMRLIER FOR SPACT
RESERVATION

REFERNUCE OUSIOMATOR(S): YIST YeSl Y91

14 CARRIAGE VALUE
(SPEC: TYPEe N MINe 2: MAX* 8)
CARRIAGE VALUE EXPRESSED IN WMOLE UMITS OF ﬂﬂ
MOBETARY DENOMINATION FOR

STANOARD THE CURRENCY
SPECIFIED (IMPLIED DECIMAL POINT IS TO THME RIGNT
OF THE EXPRESSED v

o)

REFERENCE DESIGNATOR(S): MAO2

§ CARR CERTIFICATED REL. ﬂlf!

(SPEC: TYPE~ N MIN §; MAXs 6)
UAI‘! (mn OF CARRIER‘S Cﬂfl"ﬂl’! OF RELEASE
AS REQUIRED &Y CUSTONS

ASFERENCE DESIGNATOR(S): X303

CHARGE METHOD OF PAYMENT
(SPEC: TYPEe 4 MINe t: MAXe 1)
CODE OEFINING METHOD OF PAYNENT:
COnE OEFINITION
A PREPAID CASM
8§ PREPALD CREDIT
€ COLLECT CASH
D COLLECT CREDIY
€ COLLECT

REFERENCE DESIGNATOR(S): L1311 1811

CITY NAMNE
(SPEC: TYPEe aN MINe 2: MAXe 19)
FREE-FORM TEXT FOR CITY NANE

REFERENCE DESIGNATOR(S): 0401 D701 €401 E701
Fa01 FO04 W02

Fro1
L715 N0l NAMOS RINOS
$402 S903 T209 T210
1606 1607 2103
Usol1 V90§ Y10
20 CLIENT BAMK NABER
(SPEC: TYPEe N MINe 3: MAX= 9)
FEDERAL RESEAVE ROUTING CODE (SEE APPENDIX A=)

21 C.0.D. CURRENCY
(SPEC: TYPEs 4 MiNe 2. MNAXe 2}
STANDARD 130 M TWE COUNTRY IN MNICH TNE
C.0.0. QMRENCY I mnu (SEE APPENDIX A-4S)

REFERENCE OFSIGNATOR(S): €05 CPO1

22 COMMODITY CODE
(SPEC: TYPEes AN MINe  2: MAX+ 10)
ALRA/IRIMERIC CODE USED TO DESCRIBE A COMNODITY

MSD SEE:
REFERENCE DESIONATOR(S): “‘7 uu 1003 1004
1M07  TD104
m; nm L]

23 COMMODITY CODE QUALIFIER
(SFfC TVPE 4 MiNe 1: MAXs ')
QUALIFIER FOR TR COMMODITY CODING SYSTEN USED TO
OEFINE YIC ITEN LADING OESCRIPTION (SEE APPEMDIX A-
AS THI AL3, ARD)
CoDE OEFIR! l"
A SCHEDILE A, TARIFF somn oF T™HE
UNITED STATES ANMOTATI
8 U.S. FOREIGN TRADE sam l. SYA"S‘HCM.
Mllﬂﬂ“ﬁ OF DOMESTIC AND FOREIGN
m S EXPORTED FRON THE UNITED

ATES
CARADIAN FREIGHT CLASSIFICATION
COORDINATED NOTOR FREIGMT CLASSIFICATION
NONENCLATURE MARMONIZED SVSTEN
OEFINED
TIONAL MOTOR FREIGNT CLASSIFICATION
smun INTERNATIONAL TRADE CLASSI-

"w RE ZIMmN
,g=
o

OR
OF CONNGDITIES FOR RATING AND llul‘ PURFOSES
COIDITY CODE QUALIFIER (23)

Pigure 4.10

Data Dictionary.
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associated with the data segment and the third coluzp indi-
cates whether the data element is mandatory (M), optional
o), or conditiomnal (C). Additional informaticn |is
containeéd in the remaining columns. These tables are used
in ccnjunction with the data dictionary which descrites
individual data eiements, to form the logical schenma.

To define processing, transactions should be
defined. Iransacticns represent events in the real world
and in ELI transacticn sets represent paperwork which docu-
ment a real world event. Transaction sets are defined in
terms of the data segments from which they are built. in a
sense this is an extension of the logical schema. Figures
4.13 and figure 4.14 are a sample of two EDI tables which
list transaction sets and the data segments they include
[Ref. 19]. In Table 1 (figure 4.13) the tramnsaction set
titled “flight confirmatica" is assigned set ID numker
101w, This transaction set is composed of eight data
segments. These data segments can be identified using Taktle
2 (figure 4.14) by finding the set title "flight confirna-
tion" and the set Il number "101%, The second column under
"flight ccnfirmation" lists each data segment associated
with the transaction set and the third column indicates
whether its use is pmandatory, optional, or conditicnal.
Additicnal informaticn is provided in the remaining columns.

The purpose of a design review is to identify
flavws. Dccumentaticn from the previous stages is examined
and prcklems are ideptified and recommendations for resolu-
tion are made.

2. Ebysical Data Base Desjgn

Since'EDI is not a data base management system as
such, the steps of physical data base design apply only in a
loose sense. The physical design differs from the logical
design rprimarily in the sense that the physical schenma
provides for the iaplementation of the logical scheaa.
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TABLE 3 - “SEGMENT NAMES

TABLE 9 - SEQMENT NAMES

Segmant Mame
L MEADER (FUNCTIONAL ckouv)
comnoL TRAILER (FUNCTIONAL GROUP)

ENDING SEGMENT (TRANSACTION SET
STARTING SEQMENT (UCS TRANSACTION SET)

ON TRANSACTION

RN MAINTENANCE

REJECTION

SEGINNING SEGMENT FOR IM‘!'!SY

BEGINNING SEGMENT FOR BOOKING OR ’IG!-W/DQL!VEIV
BEG. NG SEGMENT FOR SHIPMENT I me
BEGINNING SEGMENT FOR CARRIERS INVOICE

BEG NG SEGMENT FOR INOUIRY OR REPLY
BEGINNING SEGMENT FOR ACCEPTANCE/REJECTION

[ 13 NG SEGMENT FOR PAYERS AUTHORIZATI

8t NG SEGMENT FOR COMPLETED AVI!NTS

(13 SEGMENT

[1] ING SEGMENT FOR REPETITIVE PATTE

BEGINNI SEQGMENT FOR ADVANCE

BEGINMNING SEGMENT FOR FILE TRANSFER INRORMATION
(11} mxne SEGMENT

FREIQHT PAVMENT

eoun.nm PAYMENTS

SANK 10
CURRENCY
COMMERCIAL INVOICE TOTAL PRICING
COMMERCIAL INVOICE CERTIFICATIONS AND CLAUSES
CONSIGNEE CITY
CONSIGNEES THMIRD PARTY
CONSIGNEES THIRD PARTY ADDRESS
CONSIGNEES TMIRD PARTY CITY
gE%‘f’m"!m STAT!&C
OOCUMENT REFERENCES
EMPTY CAR DISPOSITION - PENDED DESTINATION
EMPTY CAR DISPOSITION - PENDED DESTINATION CITY
EMPTY CAR DISPOSITION - PENDED DESTINATION
EMPTY CAR_ADVANCE D1SPOSITION
CAR HANDLING INFORMATION
BLOCKING AND RESPONSE INFORMATI
EXCHANGE RATE/ORDER ACC!PTMC! DATI
CONSIGNOR NANE
CONS 1GNOR m(”
CONS 1GNOR C
cuus‘ms .lg ’AI‘?V o5
CDNS I1GNDRS YH!O ’llTY cITY
ORIGIN STATION
SHIPMENT TYPE INFORMATION
SEYOND ING
SROKERAGE INFORSMATION
eooos DtTA!LS
noous TER

1AL
ADDITIONAL MZAM‘S IAT!I!AL DESCRIPT
SPECIAL HANDLING INSTRUCTIONS

L!T‘l’!ﬁ OF CI!D!‘I’ REFERENCE
:AL!S;D!L!V!IV TERMS

0 IDATION MANIFEST INFORMATION
lST IN! ID!N‘T"’ JCATION DATA
ITIVE IRS TTERN NMMBER

10N

10 Elemants
(Tabdle &)

X

GE

SE

STR

-
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rigure 8.11 List of Data Segments.
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TABLE 4 ~°DATA ELEMENTS IN EACH SEGMENT e ]
TASLE 4 - DATA ELEMENTS IN EACH SEGMENT BT
"F“ Data Roguire~ Special Location in s
(] Elamant mant Process Master Record <.
XX 142 ] Q Lt ] == .
XX 124 » [+] -=> €= L
XX 29 " ] - <o ]
xX 30 [°] 0 -—> PLTY N
XX as ] 0 -—> P .
QGE 87 L] Q =3 <o i
QE [+ c (4] -—> <=
[13 28 ¢ <] -=> pres )
St 296 " At -y P {
st 329 c A17 -e> <o -
STR 143 [ -] -—> <== 7
STR 329 " ] -—> <o= T
AY 131 ] -] ) o ]
(3] 126 M 0 > C== ey
Al 44 M 0 > <=
A1 43 [ ] -] - ==
80 143 ] <] -=> <=
80 218 " o > <==
80 214 ] 0 -y o - —d
80 228 c -] -=> <o
20 91 c -] =—> <= 3 4
81 143 ] 0 : <==
81 148 L) 3 €= T
81 239 [ ] <= ) k
82 143 M -3 <== s
22 208 M o L 3ad AN
82 154 [} Pres o
82 223 EQ408 <= - -]
82 129 0408 -—> == .
82 148 > <o=
=g ::3 -3 <o ]
- o 4 ‘
82 160 0 -=> <==
82 147 C - = )
a2 11 -=> €= -
82 226 -3 <=
82 198 .3 <= .
Bl 199 > <o
82 57 ae)> <o .
82 [ 0 -3 P :
B2 480 0 > P 9
83 143 [ ) == L d
[+ 76 ] 0 o> <o~ R
g oM ]
> <o .-
83 108 c -—> <o -
83 12 " O -——> <==
23 193 o -] - <o - -
83 202 [] 0 o> <= -
. 83 32 0 POR 10 -y <=
83 332 [4 #0910 —-——> <=
83 140 [ [+] -—> ==
84 143 ] o P P
84 71 ¢ -3 ~e) P .
84 187 < CON3 -> Com
[ 2] 158 c o -—> €=
84 181 [ ] -—> C==
| 1] 159 c ] > <=
4 208 ¢ CON? > P - 4
T T -
> <o
1] 2 ] ° -—> P hasn ey
88 129 " ] s> <o .
[3] 28 " ] =3 <= -
88 143 " 0 e <= -
s 148 I°] 0 ) P .
[ 78 "] 0 -3 P -
a8 78 4 o -=> <= T
[ ] 9 c o -—> o= .
[ 48 3 -] -=> <o
[ ] 249 [ <] -=> <= T,
87 143 ] Q -=> <=
87 9 ] 0 -3 C== 1
87 10 n 0 o> o
Bs 143 ] (-] - <= ——
as 128 [ ] -=> <=
88 127 " ] o> Coe
as 128 ] -] -——> o=
88 188 ¢ 0 .3 DI S
e}

Pigure 4,12 Data Blesents in Bach Data Segament.
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TABLE t - SET NAMES
Set Name : Set 1D s:g-n o
(T 2) o

FLIGHT CONFIRMATION . 101 oo
SHIPMENT INFORMATION (AIR) 104 % R
CONTAINER/EQUIPMENT TRANSFER (AIR) 1058 7 LT
SHIPMENT INFORMATION FOR EXPORT DECLARATION (AIR) 107 33 ERNE
SHIPMENT INFORMATION FOR IMPORT } IR) 108 37
SHIPMENT INFORMATION FOR PICK-UP/DELIVERY ORDER (AIR) 109 14 S
FREIGHT DETAILS AND INVOICE (AIR 110 32
FREIGHT DETAILS aND INVOICE SUMMARY (AIR) 111 8 TR
INQUIRY (A 113 s Y
SHIPMENT TOENTITIES AND STATUS REPLY (AIR) 114 6 4
STATUS DETAILS REPLY (Al 118 9 S
REPETITIVE PATTERN MAINTENANCE (AIR) 116 33 S
SHIPMENT INFORMATION (MOTOR) 204 31 e
CONTAINER/EQUIPMENT TRANSFER (noroa) 208 8 SR
SHIPMENT PICK-UP ORDER (MOTOR 206 13 Ll
SHIPMENT INFORMATION FOR EXPORT DECLARATION (MOTOR) 207 18 SRR
SHIPMENT INFORMATION FOR IMPORT (MOTOR) 208 21 <
FREIGHT DETAILS AND INVOICE (MOTOR) 210 39 "
FREIGHT DETAILS AND INVOICE SUMMARY (MOTOR) ) 211 7 ol
INOUIRY (MOTOR) 213 3 o

PMENT IDENTITIES AND STATUS REPLY (MOTOR) 214 9 ]
REPETITIVE PATTERN MATRTENANCE (MOTOR) 216 22 3
RESERVATION (BOOKING REQUEST - OCEAN) 300 19
CONFIRMATION (OCEAN 301 17 S
CONTAINER/SPECIALIZED :oumnem PICK-UP ORDER/CANCELLATION 302 10 :
CANCELLATION (OCEAN) 303 5 -
SAYPMENT TNFORMATION (OCEA 304 39 a _
CONTAINER/ EQUIPMENT 'ramsrsn (OCEAN) 308 9 Ty
DOCK RECEIPT 306 23 RS
SHIPMENT INFORMATION FOR EXPORT oecun'rmn (OCEAN) 307 22 -
SHIPMENT INFORMATION FOR IMPORT (OCEAN) 308 28 SRRNS:
FREIGHT DETAILS AND INVOICE (OCEAN) 310 30
ARRIVAL NOTICE (OCEAN) 312 23 D e
INOUIRY (OCEAN) 313 4
SHIPMENT IDENTITIES AND STATUS REPLY (OCEAN) 314 6
STATUS DETAILS REPLY (OCEAN) 318 7
REPETITIVE PATTERN MAINTENANCE (OCEAN) 316 19 '
SHIPMENT INFORMATION (RAIL) 404 51 -
SHIPMENT INFORMATION FOR EXPORT DECLARATION (RAIL) 407 32
SHIPMENT INFORMATION FOR IMPORT (RAIL) 408 3s o
FREIGHT DETAILS AND INVOICE (RAIL) 410 46
FREIGHT DETAILS AND INVOICE SUMMARY (RAIL) 411 7 O
STATUS INQUIRY (RAIL) 413 3
STATUS INFORMATION (RAIL) 414 10 R
FLEET REFERENCE UPDATE 415 4 -
REPETITIVE PATTERN MAINTENANCE (RAIL) 416 36 R
WAYBILL INTERCHANGE (RAIL ) 417 53 S
ADVANCE INTERCHANGE CONSIS 418 r R
EMPTY CAR ABVANCE BISSOSITION 419 8 O
CAR MANDLING INFORMATION 420 10 -
COMMERCIAL INVOICING 800 12 e
PAYMENT AUTHORIZATION 900 9 =
gnu‘e’s;zgovxcg! s 385 H o __
CONSOLIDATION MANIFEST 980 12
STATUS INFORMATION FROM CONSOLIDATOR 981 r
GENERALIZED FEEDBACK : 990 5
ADVISORY INFORMATION - 988 a
FILE TRANSFER 996 3 o
SET CANCEL 998 2 A
ACCEPTANGE/REJECTION ADVICE 999 a

Pigqure 8.13 List of Transaction Sets.
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FLIGHT CONFIRMATION
Set Recuire- Maximm Special Loop Loop
1D “YB"' mant Use Process Control Inoex
101 81 ] 1 o 0 0
101 NS o 20 0 0 0
101 RE 0 9 o 0 0
101 L9 0 40 o 0 0
101 v 0 2 o ] 0
101 Q1 0 1 ] 0 0
101 K1 0 2 o o 0
101 SE " 1 o 0 o

SHIPMENT INPORMATION (AIR) -
Set s.'—m Require- Maximm Spectial Loop Loop
b { ] D asnt Use Process Control Indesx
104 82 " 1 o 0 0 &
104 c 2 P36 0 0 .
104 N7 ¢ 1 0 1041 28 AR
104 n7? 0 1 o 1041 0
104 M1 c 1 o ) 0 G
104 M2 ¢ 1 0o 0o 0 o
104 C2 c 1 ] 0 o R
104 c3 c 1 P7 0 0 RS
104 F1 c 1 o 0 0 SR
104 F2 c 1 P26 0 0 R
104 £4 c 1 o 0 0 SR
104 D1 c 1 0 o 0 "7
o Py 88 ]
108 U1 ¢ 1 0 0 0 e
104 u2 ¢ 1 P26 0 0 e .
104 U4 c— 1 o 0 0
104 us c 1 o 0 0
104 c 1 P26 0 0
104 ¢ 1 0o 0 0
104 3] c 1 PS 1042 10
104 F6 c 1 P26 1042 0
104 £7 c 1 1042 0
104 0% c 1 P 1043 10
104 c 1 P26 1043 0
104 07 c 1 o 1043 o
104 R c 1 0 0 0
104 H1 c 3 o 0 0
104 H2 c 2 P11 0 0
104 M3 c 6 o 0 0
104 LS c 10 o 1044 28
104 Lo c 10 P28 1044 o
104 L1 c 10 P28 1044 0
104 Le c 10 o 1044 0
104 L7 0 10 P28 1044 o
104 X1 ¢ 0 1044 0
104 X2 c 1 P12 1044 0
104 L3 c 1 0 0 0 2
104 K1 0 2 o 0 0
104 SE ] 1 o 0 0 -

CONTAINER/EQUIPMENT TRANSFER (AIR)
Set t ire- Maximm Special L L V
ot Segprt Melt Use | Process Control Index ®
108 88 ) 1 0 0 0
108 N9 ™ 1 P17 0 0 S
108 NS ] 1 P18 0 0
108 oS ™ 9 P19 0 0
105 D6 c 1 P26 0 0
108 07 ™ 1 0 0 ]
105 SE ™ 1 0 0 -]

Pigure &.14 Data Segments in Each Transaction Set.
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a. output

The outputs of the physical design are the rhys-
ical schema and the definition of user vieus. The physical
schema includes specifiic data structures (e.g. linkel list -
or inverted lists) and the necessary algorithms to mairtain
and manage the data Lase. The physical schema is in execu-~
table form. The definition of user views in the ELI sense e
would be the interface software which would link a upigue e
data lase at a specific comsand to the EDI standard in crder _
to translate the data for transmission. Li
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. DA a7 e e e I, 0 T s
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F_ 3. Susmacy =
‘-
{ The design effort required to iszplement an EDI 4
k interface within the WWMCCS comaunity is really at two e

levels. At the joint community level a logical design aust
. be prcduced by the users and a physical schema by the agpro-
f. priate technical exgerts. At the coamand level software )
'i must ke developed to interface command unique data Lases to =i

3 the EDI standard in order to enable commands to successfully o
ﬁ; exchange data vhile still preserving their unique systess. I
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V. SUBNARY

One c¢£f the major problems in WWMCCS ADP today is the
inability tc meet tle requirement for timely exchange of
data among vwidely serarated commands in a time sensitive
environment while preserving security and accuracy. The
current sethod is to have commands use their unique applica-
tions for individual processing requirements and then use
one ¢cf a few standard applications in order to interface
with other comamands in a fors which can be interpreted by
then. This method entails many probleas, not the least of
vhich is a requirement for msanual interveantion to translate
data amcng various applications. Manual intervention
increases the likelihocod of problems with timeliness, accu-
racy, and security.

By isplementing the EDI concept the members of the
WWMCCS ccomunity could substantially reduce these frrotless
Ly reducing the requirement for special interfaces (manual
or automated) between each set of applications vhich need to
exchange data. By teing the EDI concept, any command which
could translate to and from the EDI staniard data set could
exchange data with any other participating coasangd.

Figure 5.1 shows how data sets are exchanged among
comnands today. each dotted line represents an interface
prograa designed to "translate" data betveen an application
at one ccmmand and an application at another. Today if MSC
is to furnish information directly to three applications at
other ccmmands (e.g. MTMC, JDA, MAC) special interface soft-
vare must be written or all coammands must be restricted to
using the same software and hardware. In addition, if any
other ccmmands needed to exchange data, they wvould need
additional software to facilitate those interfaces (eg. MINC
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standard data set.

BAC. « « « o« NSC . . &« « JUTNMC

JEA

Figure 5.1 WWMCCS Interfaces Today.

) MSC (2250061285)
MAC (850612) . . . EDI (120685) . . . MTMC (120685)

Figure 5.2 Data Exchange Using EDI.

ASC  is rgguired to transpit information which contains
in it - a ta _elesent wvhich _represents a_ date. hez
trapsait this Lnfquation to JDA, MTMC, and MAC. Due t
their n;gue agg ications, NSC regresents this date as
hour-ainutes-aoith-day-year (eg. 2250061285).

She !sg-BDI' nterface translates this to the EDI stan-
ard or ate which is expresses (by coamunity
agreement) as day-mcnth-year (eg. 120685).

The EDI_ software Eackages the information for transais-
sion and sends it tc the appropriate comaands.
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and Jrd). Figure 5.2 Indicates Low data would be exchanjed ;,;;
using the ELI ccncert. A sample data exchange using data T
will serve to further illustrate the function of the EDI o
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When the data is received at JDA, they translate, usir R
coasand scitwvare into the format require Ly unigué o]
ag lications at 5D; (eg. yearwmonth-day 850612{. ahen SRR
t data is received"at "MTMC it is used in the EDI L S
format. ;;;4;;J
"’ .
The most obvious advantage is that if MTMC also interfaces R
with JDA 1nc additional interfaces would be required using :Tj#f”q
R
the ELI concept. _ :;_;__u
The EDI system picvides for the transmission of the data ‘.‘_{;‘

in a standard format. Each coanand.provides the geans of
translating their data to to and from the standard with SRR
command unique software. This does, however, reduce the —

number c¢f required interfaces and permits reduction of "”’;Jj
duplication in establishing a distributed data base f?}?f?i
approach. Each command will only regquire one interface, ';;»fff
regardless of the total number of commands participating. e e

Under the current system, if each command is to exchange
data with every cother rarticipating command the total nuater

of interfaces required for each command would be N-1 (where iﬁ:;f:j
N represents the numter of commands participating). The EDI ——

standard talles could contain codes indicating vhich cosmand .Zigfff
is responsitle for certain kinds of transaction sets or data BRI
segments and to wvhoa these are distributed. In addition, ifliﬁ_f
vhen information is requested through the EDI interface, the :;w!;;:

central directory would have the neans to locate the appro- [,j-ﬁ_f
priate ccamand from which to draw the information. This L
would reduce the reguire ment for each command- to maintain f%ii}fﬁ
individual data directories for all the commands with which ' ‘.'4
they interface. The use of a common interface peraits many 7r!__wj
widely serarated data bases to function virtually as a R
distributed data base. This wvill help meet the identified o :
requiresent for a distributed data base approach to support ;_ﬂj__d
JOPES. It is not a distributed data base in the rcutine ‘
sense kut rather an interface which peraits the exchange of

data among separate data bases.
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The ETCI concept does work. It is being used in the
transrortation industry today. Figure 5.3 and FPigure 5.4
are provided as a further illustration of its application
[(Ref. 21]. In figure 5.3 the sender types information into
a terminal in the forsat regquired by the individual organi-
zation (in this case using a forms mode and "filling in the
tlanks"). Pigure 5.4 shows how the same data appears when
it has leen converted into EDI standard data elements and
data segments by means of the table driven EDI systen.

Use of the EDI concept in WWAMCCS would require high
level support and cozmitment throughout the joint community.
The initial effort tc develop standard data sets arnd prepare
command interfaces is indeed significant. However, since it
will provide the capatility to exchange data among coamands
using various hardvare, softwvare, and data base management
systeas, it has the obvious advantage of providing much
needed flexibiltiy. Comamands would be able to utilize state
of the art ADP technclogy tc solve their unigue coammand and
control ADP regquirements without sacrificing the capakbility
to exchange dJdata effectively with other commands. By
providing for data transfer without regquiring standarization
and duplication of arplications and data bases, EDI suffrorts
more efficient use <¢f ADP resources. The EDI concept can
help sove the data exchange probleas in WWMCCS ADP today and
contribute toward <fullfilment of evolving reguirements for
exchanging data among commands.
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(Sample)
ABC Company, tn&.. Anytown, California
(U3 Mugver 1272537390201

w13 INVSILE NUREES:

Zaies CoaDeny @5
(UCS & F67oS4TI1002)

Attnl Actounting lweuwl.

198+ Nadisor. Ave.

Freamgunte:n. Ch SATTE
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3" lue

Zaies Compaan.
(LSS & 987634
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&

1
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csam ases

H It 1 H

iz OCct 19682

1 T
3
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WINER Fase b 503 022 A,

16 €8 HUTTITTII0AY 24746 S @BC Trezl Fruit Selsd 13,17 131.70
1 S8 WTTITYVIRTAT Lasis G ABC Trp:zl Frult Salad NC .00
20 L5 0TI uSe4TEY . 4.8 01 4BC Cut Greern Deans f.76 292.5¢

TOTAL: $424.50

SPECIAL INSTRUCTIONS:

CONTACT: o
Pigure S.3 Transmission as Subsitted.
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TRANSACTION SET EXAMPLE ~ INVOICE # 44887221

8G SEGMENT)
(GS SEGMENT)

STe8B80#—~======

G0 1#821016+44887221+820928%903417
LS=0100

N 1#8Te»9s9876543210002

N1«STSALES COMPANY#9+9876543210070
N2*GROCERY WAREHOUSE # 70

N3#22 WEST LONG ST.
N4#RICHLAND=CA»34800
N1+8Y*=3+8876543210001

N1«SU=ABC COMPANY, INC.»9%1234567830001
LE=0100

LS=0200
G17#11#Can131700%003713912345
GB9#ABC TRPCL FRUIT SALAD
G20#24+1600%02

LS*0210

G729 18Q2%e—131700%=ws 1000=CA

LE«=0210

G17%30+CA*97600%0037 13967890
GB9ABC CUT GREEN BEANS
G20+24#800+02

LE=Q200

G23%0 103%2000w= 10#=30

G25+PB»03

G314 10CA

G33#42450#4 1801

SEn278=mmemna-

GE SEGMENT)
€G SEGMENT)

Pigure 5.8 Transsission in EDI Pormat.
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